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Visualizing Divergent Search Results  
Across Geopolitical Borders 

ABSTRACT
The internet is full of invisible borders—geographic, 
linguistic, cultural, political—that circumscribe the 
information each user sees. Search engines shape 
such “information borders” by tailoring results 
according to geolocation, language, and other user 
profiling. We present Search Atlas, a tool paired with 
visualizations that enable users to see and cross these 
borders. For instance, how do search results for the 
same query differ for Brazilian, Turkish, and Indian 
users? Given a query, the tool displays multiple lists of 
Google search results, highlighting distinctive words 
for each set of parameters. Then, we provide visu-
alizations that juxtapose and cluster Google results 
across countries, revealing new information borders 
and regions that can vary widely depending on the 
query. By exposing the partial perspective of a search 
engine, Search Atlas invites users to experience the 
internet from divergent positions and to reflect on 
how their online lives are conditioned by technologi-
cal infrastructures and geopolitical regimes.

Rodrigo Ochigame*
Massachusetts Institute of Technology
Cambridge, MA, USA
ochigame@mit.edu

Katherine Ye*
Carnegie Mellon University
Pittsburgh, PA, USA
kqy@cs.cmu.edu
*equal contribution

Fig. 1. A world map of “god” according to Google. This map shows top image results for translations of “god” in the default languages of most 
Google-supported countries, overlaid on the approximate geographic location of each country. Christian-majority countries tend to show 
images of a Christian god, Muslim-majority countries tend to show images of Allah (in written Arabic), and Buddhist-majority countries 
tend to show images of Buddha.
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INTRODUCTION
How many times did you Google something today? Think 
of all the search results you have seen over the years, and 
how those results have gradually shaped your opinions, 
behaviors, identities, worries, and hopes; your ideology, 
your friend circle, and your worldview.

Trusting Google is understandable. Google tries to create 
the impression of a benevolent, all-seeing god. It claims 
that its search algorithms “sort through hundreds of bil-
lions of webpages” in an index that “contains more info 
than in all the world’s libraries put together” in order to 
“find the most relevant, useful results for what you’re 
looking for” [1]. This impression is only reinforced by the 
minimal design of Google’s search engine interface, which 
omits its “partial perspective” [2], that is, the combination 
of choices that inevitably exclude some points of view 
in favor of others. Fig. 2 illustrates some of the invisible 
processes that shape the production of search results.

Search engine design is not just a technical matter, but 
a political one. Designers make consequential politi-
cal choices regarding which sites to include and which 
to exclude, how to rank the included sites, and how to 
determine a site’s “relevance” for a given query. For more 
than two decades, an expansive body of research has 
queried the politics of search engines. Even the earliest 
studies, based on anecdotal observations, already sug-
gested that search engines systematically suppress some 
sites in favor of others, in line with financial interests 
[3]. More recent studies have argued that commercial 
search engines deploy algorithms that reinforce existing 
social structures, particularly racist and sexist patterns of 
exposure, invisibility, and marginalization [4]. Thus, it is 
vital to expose the partial perspective of search engines. 

Yet, researchers face a recurring challenge: since the 
algorithms of commercial search engines are proprietary 
and secret, it is difficult to gather empirical evidence 
about their social effects [5, 6, 7]. But even in the absence 
of access to proprietary algorithms, it is possible to study 
their outputs: search results. Some studies have docu-
mented differential patterns in search engine indexing, 
for example finding that U.S.-based sites were more likely 
to be indexed by major search engines than their coun-
terparts based in other countries such as China [8]. Other 
studies have compared search results for different queries, 
for example showing that Google searches for first names 
associated with Black Americans were more likely to yield 
discriminatory ads that suggested arrest records [9].

An even greater challenge is to study how search results 
for the same query differ for different users. Many search 
engines tailor results according to geolocation, language, 
and other user profiling. In this sense, the internet is full of 
“information borders” that users cannot easily cross. And 
despite an abundance of public discourse about “echo 
chambers” and “filter bubbles” on the internet [10, 11], the 
available evidence on the precise scope and magnitude of 
those borders remains ambivalent [12, 13]. It is still unclear 
how search results differ across geographic, linguistic, 
cultural, political, and other borders [14].
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Fig. 2. Search results are products not only of the users’ own interests but also of complex struggles among the state, corporations, and academia. 
Search algorithms encode the cultural assumptions and performance metrics of the designers and engineers, which in turn are shaped by 
corporate profit motives, state regulations, and academic methods and theories.  For a particular query, the search algorithm may tailor the 
results according to the user’s search history, geolocation, and language, as well as other users’ data.
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Our project, Search Atlas, offers a critical examina-
tion of these information borders. Starting in the late 
sixteenth century, an “atlas” has meant a collection of 
maps. Despite their aspirations to surveying the entire 
world and providing definitive accounts of its geopo-
litical territories, atlases have always been shaped by the 
assumptions and interests of their makers. Today’s digi-
tal maps are no different. For disputed territories, Google 
Maps shows different maps depending on the location of 
the viewer. For example, if you view Google Maps from 
India, the region of Kashmir appears to be part of India, 
shown with a solid border. But if you view Google Maps 
from anywhere else in the world, a dotted border near 
Pakistan makes it clear that Kashmir’s ownership is 
disputed [15].

By the mid-nineteenth century, the term “atlas” had 
spread from geography to the empirical sciences more 
broadly, ranging from astronomy to botany to anatomy. 
Atlases became not just collections of maps in the tradi-
tional cartographic sense, but “maps” of knowledge in a 
general sense [16]. If today’s search engines are the most 
extensive and systematic maps of knowledge available, 
Search Atlas offers a way to compile and compare these 
maps. But unlike most atlases, Search Atlas does not aim 
to present an all-encompassing, objective view of the 
world. Following critical cartographers [17], we appro-
priate the concept of “atlas” to show that search results 
are always partial and contested.

In this pictorial, we present a critical intervention in the 
design of search interfaces, paired with visualizations 
that expose the partial perspective of the search engine 
(here, Google). Our project consists of three parts:

1.	 A tool that enables users to search for any query 
in any three Google-supported countries (with 
accompanying languages), returning Google’s text 
and image results for each set of parameters. Users 
may optionally have their queries machine-translated 
into each language and the results translated back 
into their own language. Then, the tool highlights 
the most distinctive words in each list of results. 
Example queries are shown in Figs. 3, 4, 5, and 6.

2.	 A collection of image maps (Figs. 1 and 7) that show 
the image results for selected queries in almost 
every Google-supported country. The top images are 
placed on a tile map in the approximate geographic 
location of the result’s country of origin. 

3.	 A collection of cluster maps (Figs. 8 and 9) that reveal 
“information regions” and “information borders” in 
text results for selected queries worldwide. Queries 
are performed in the Google-determined default 
language for each country. Then, the results are 
machine-translated into English, and automatically 
clustered by text similarity, so countries with similar 
results are spatially grouped together. 

(Due to the cost of running hundreds of queries for 
each visualization, the image and cluster maps in this  
pictorial are handmade and not available for user-
supplied queries.)

For a demonstration of our tool, see searchatlas.org.

RELATED WORK AND CRITICAL FRAMEWORKS
The concentration of power in technological infra-
structures has become a matter of public concern. 
Such infrastructures, including search engines, seem 
to play a key role in the spread of false information 
and hate speech, including the white supremacist and 
Islamophobic content that has fueled such disastrous 
incidents as the U.S. Capitol riot and the Rohingya geno-
cide in Myanmar. Scholars at the intersection of science 
and technology studies and critical race theory have 
paved the way for understanding the role of technology 
in these incidents [4, 18, 19]. Our design work is guided 
by their critiques, as well as by several lines of work that 
incorporate critical concerns into artistic and technical 
interventions.

Media art offers precedents for designs that defamiliar-
ize an individual user’s experience with a technology in 
order to make a point about their everyday experience. 
For example, Taryn Simon and Aaron Swartz’s “Image 
Atlas” (2012) juxtaposes image search results for a single 
query in multiple search engines in different countries, 
arranging the results into a list of hundreds of images. 
Simon and Swartz presented their project as a study 
of “cultural differences and similarities’’ across the 
world and as an investigation of mediation: how “tools 
like Facebook and Google . . .  are programmed and are 
programming us” [20]. Recent media interventions have 
continued to explore ways to transgress the algorithmic 
filters imposed by online platforms. “PolitEcho” (2017) 
visualizes the “filter bubble” of one’s Facebook friends 
[21], and Mozilla’s “TheirTube” (2020) simulates YouTube 
video recommendations for users with different cultural 
profiles, such as “liberal” or “conservative” in the U.S. 
sense [22]. By juxtaposing divergent views, our interface 
follows these tactics for making users aware of the lay-
ers of mediation behind the information they receive.

However, we present Search Atlas not just as an art piece 
that facilitates a one-time experience, but as a tool that 
could be plausibly used in everyday life. Thus, Search 
Atlas can be understood as a work of critical design [23, 
24, 25]. For example, mainstream search interfaces like 
Google’s make the design assumption of a single language 
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and a single location per user. Our interface questions 
the value judgments of this “affirmative design” [26] by 
supporting user personas that are underserved, such as 
those of migrant and multilingual populations. By encod-
ing values of cultural and linguistic multiplicity, Search 
Atlas invites users to speculate on the kind of world that 
would surround it (à la [27]), a world where interfaces that 
embrace plurality are not the exception but the norm.

Yet our work also seeks to move behind the interface, to 
probe the technical operations of search algorithms. As 
the Critical Engineering Manifesto puts it, “The greater the 
dependence on a technology the greater the need to study 
and expose its inner workings” [28]. Could internet users 
be any more dependent on search engines? Putting this 
manifesto into action, the Critical Engineering Working 
Group produces custom software that exposes the inner 
workings of widespread but ill-understood technologies. 
While, in our setting, it is not possible to “open the black 
box” of proprietary search engines as one can open a cell 
phone, we study the workings of search engines scien-
tifically, prodding them with exhaustive combinations of 
inputs and identifying patterns in their outputs.

Overall, our work aims to “study up”: to appropriate the 
tools of the powerful, which are typically deployed against 
more vulnerable groups, to instead hold the powerful to 
account. This tactical move from anthropology is increas-
ingly making its way into computer science as a reaction 
to the latter’s tendency to “study down” [29]. One example 
of “studying up” computationally is the Dark Inquiry 
collective’s “White Collar Crime Risk Zones” (2017) [30]. 
Rather than predict “blue-collar” crime as is typical with 
algorithmic risk assessment, this project uses machine 
learning to predict where financial, “white-collar” crime 
is likely to happen and visualizes the results. In what fol-
lows, we “study up” by applying standard data analysis 
techniques employed by search engines (like tf-idf [31]), 
as well as cutting-edge visualization techniques (like 
UMAP [32]) to search engine results. Our goal is to open 
up the search engine to critical interrogation.

 ▱▱▱

 
SAMPLE RESULTS

In the following sections, we provide results for sample 
queries that reveal provocative differences between loca-
tions and languages. These differences are surfaced in our 
interface, which highlights the most distinctive words in 
the results for each location/language pair. The more often a 
word appears in each list of results (designated “red,” “green,” 
and “blue”), the stronger its color as a mixture of red, green, 
and blue. For example, a word that occurs only in the “red” 
list of results will be bright red, whereas a word that occurs 
equally in the “red” and “blue” lists will be purple. Words that 
are too commonly used in the language (stopwords) or appear 
too infrequently in the results are not highlighted. (Although 
this interface relies on color vision, we are working on more 
accessible interfaces that do not.)
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FIG. 3. RESULTS FOR A  
SEARCH FOR “GOD”

In Japan, the results emphasize Shinto spirits (kami). In the United Arab Emirates, they point 
exclusively to Islamic sources.

In the United States, they refer exclusively to a 
monotheistic Christian god.
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FIG. 4. RESULTS FOR A SEARCH  
FOR “CRIMEAN ANNEXATION”

In Russia, the results frame the issue in terms of whether 
Crimea belongs to the “Russian Federation.”

In Ukraine, they frame the issue as an “occupation.” In the Netherlands, they focus on the European Union’s 
sanctions on Russia.
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FIG. 5. IMAGE RESULTS  
FOR A SEARCH FOR “GOD”

In Bulgaria, the results depict a traditional Christian god. In Azerbaijan, they are calligraphic images of 
the word “Allah” in Arabic.

In Mongolia, they are Buddhist paintings.

Results for ‘Бурхан’ on Google from 
Mongolia in Mongolian

Results for ‘Allah’ on Google from 
Azerbaijan in Azerbaijani

Results for ‘Бог’ on Google from Bulgaria 
in Bulgarian
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FIG. 6. IMAGE RESULTS FOR A  
SEARCH FOR “TIANANMEN SQUARE”

Results for ‘Tiananmen Square’ on 
Google from Singapore in English

Results for ‘Tiananmen Square’ on 
Google from United Kingdom in English

Results for ’天安门广场’  on Google 
from China in Chinese (Simplified)

In the United Kingdom and in Singapore, the results surface photographs of tanks and 
soldiers in the 1989 protests, which were widely circulated in the international press.

In mainland China, they present touristic and promotional images. (Google is 
blocked by the Chinese government, but it is possible to circumvent the block and 
use Google with China as the country setting.)
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IMAGE SEARCH AROUND THE WORLD
Examining the results for one query in a few carefully 
chosen locations gave us an incisive picture of just how 
different the results can be on the ground. The next step 
is to widen the field of view. Here, we provide visualiza-
tions of search results for sample queries worldwide.

To create these visualizations, we machine-translate 
each query into the default language for each country 

using Google Translate. To determine the default lan-
guages, we scrape the google.com homepage with each 
possible country parameter (gl) and detect the language 
parameter (hl) set as default for each.

It is important to note that Google tends to select state-
sanctioned and colonial languages as the default for a 
country. The default language for Mali is French, which 
is the state’s official language, even though Bambara 

is much more widely spoken. English is the default 
language for Pakistan even though Urdu is also official 
and others, such as Punjabi, are more widely spoken.  
 
We provide two image maps, one in Fig. 1 (in the title 
page, for “god”) and the other in Fig. 7 (below, for 
“Tiananmen Square”).

This world map shows top image results for searches for “Tiananmen Square” made in most Google-supported countries, overlaid on the 
approximate geographic location of each country. Most countries show photographs of the 1989 protests, except for China and a few surrounding 
countries, which show touristic and promotional images.

China, Japan, Czech Republic, 
Ukraine, Greece

Thailand

Kenya, Tanzania

United Arab Emirates, Qatar, 
Oman, Azerbaijan... 

United States, Barbados, Ghana, 
Israel, Russia, Australia...

Mexico, Spain, Colombia, 
Argentina, Peru...

Brazil, Latvia, Mongolia, 
Nepal, Malaysia

FIG. 7. A WORLD MAP OF TOP IMAGE RESULTS 
FOR SEARCHES FOR “TIANANMEN SQUARE”
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MAPPING INFORMATION REGIONS
Looking at the image maps, we readily notice ways to 
group countries. For example, when it comes to “god,” 
countries as far apart as Bhutan and Gibraltar lie in the 
same “information region”: searchers in both countries 
would find similar images of a Western god looking at 
a kneeling Jesus. On the other hand, countries as close 
as Egypt and Sudan lie in different information regions: 
searchers in Sudan would find the same Christian image, 
whereas searchers in Egypt would find a calligraphic 
representation of Allah. Regardless of the underlying 
causes, there is some kind of “information border” 
between these regions.

To identify such information regions and borders more 
precisely, we choose to analyze text results, not images, 
since there are better-defined ways of measuring text 
similarity. We analyze the text using automatic methods 
that reveal which countries have similar and dissimilar 
results, enabling us to remap the world by the similarity 
of the information that a searcher sees.

Specifically, we again make searches worldwide using 
the Google-determined default language for the coun-
try. Then, given the text results in that language, we 
machine-translate the results back into English, again 
using Google Translate. Each country’s English results 
can be understood as an approximately hundred-
dimensional vector of its most distinctive words, found 
via the tf-idf algorithm [31]. (For example, Japan’s top 
words in its results for “god” are “japanese,” “shinto,” 
“kami” [spirits], and “awe.”) The similarity between two 
countries is quantified as the cosine similarity between 
their vectors. Finally, we use an algorithm called UMAP, 
which is state-of-the-art for dimensionality reduction 
[32], to arrange the countries in a two-dimensional space 
and automatically cluster them according to how similar 
their search results are.

Note that each map we give is just one of many pos-
sible maps, since UMAP is a nondeterministic algorithm 
whose outputs depend on parameters related to the 
desired amount of global or local structure to visualize 
in the data. We choose parameters that lean toward 
preserving more global structure. Most importantly, the 
clusters in our analysis appear to persist throughout 
many runs of the algorithm.

▱▱▱

FIG. 8. CLUSTERS IN 
WORLDWIDE RESULTS FOR 
SEARCHES FOR “GOD”
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Visualization of worldwide results for searches for “god” using UMAP. Each country is colored according to the religion with the largest share of 
followers in it, as indicated by the map and legend on the right. The religion data were compiled in 2010 by the Pew Research Center [33]. Note that the 
Pew data use questionable categories, such as “folk religions,” and reproduce the nineteenth-century European myth of “world religions” [34].

Several clear clusters emerge, which seem to be formed by 
a combination of common geographic location, language, 
and religion. Cluster 7 consists of Spanish-speaking Latin 
American countries, which also tend to be predominantly 
Christian. Top words include “universe,” “concept,” 
“representations.” Cluster 5 consists of Muslim-majority 
Middle Eastern countries. Top words include “throne,” 
“treasury,” “license,” “authorizing,” “transactions.”

Francophone countries split into two separate clusters. 
Cluster 2 consists almost entirely of countries in the 
African continent, whether Muslim-majority or Christian-
majority. Cluster 1 comprises France and its overseas 

territories and former colonies outside of Africa, ranging 
from the Caribbean Sea to the Atlantic Ocean to Polynesia. 
Yet there are exceptions: Haiti is in cluster 2 despite being 
a Caribbean country.

Cluster 3 is intriguing because it is not easily legible 
through any of the lenses of geography, language, or reli-
gion. It includes countries as diverse as Macedonia, 
Turkmenistan, and Laos. While this cluster did not have 
a consistent set of shared top words, the UMAP algorithm 
judged them to be more similar to each other than to 
countries in other clusters. This automatically discovered 
cluster may comprise a new information region.
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FIG. 9. CLUSTERS IN WORLDWIDE RESULTS FOR SEARCHES  
FOR “HOW TO COMBAT CLIMATE CHANGE” 

Visualization of worldwide results for searches for “how to combat climate change” using UMAP. Each country is colored according to its continent, 
as indicated by the map and legend on the right [35]. Note that the clusters are more numerous and different than those in the previous example.

The information borders of climate change seem to be 
defined largely along island versus continental lines. In 
cluster 3, comprising high-income countries in continental 
Europe, such as Germany, Liechtenstein, and Luxembourg, 
the top words suggested preemptive measures on “climate 
protection” (“protection,” “sensible”). Yet, the top words in 
a few island countries that form part of cluster 5, ranging 
from Mauritius in the Indian Ocean to Trinidad and Tobago 
in the Caribbean Sea, suggested much greater immediate 
threats (“vital,” “signs,” “harmful,” “vulnerability,” “enor-
mity,” “daunting,” “dispiriting”).

Some countries’ results tended to focus on governmental 
and institutional policy, while others emphasized indi-
vidualistic action. The results of cluster 3 included sites of 
government organizations such as the German federal cab-
inet and the European Environment Agency. By contrast, 
the top words in the Netherlands, Aruba, and Suriname 
focused on consumer choices (“buy,” “consume”). In 
cluster 9, comprising mostly island countries, from Tonga 
to Sri Lanka, the top words suggested other household 
practices (“use,” “unplug,” “electronics,” “wall,” “socket,” 
“led,” “switch,” “lights”). In cluster 1, which includes some 
of the island countries most threatened by climate change, 

including Maldives and the Marshall Islands, the top words 
focused specifically on food choices (“daily,” “meat,” “avoid-
ing,” “cows,” “farm,” “top,” “products,” “eat”).

These findings are consistent with ethnographic stud-
ies of climate change discourses in the Marshall Islands, 
which have reported that “Despite awareness of their tiny 
carbon footprint, grassroots Marshall Islanders (if not their 
government) have strongly favored a response of guilt and 
atonement rather than outrage and protest” [36].

High-income countries in
continental Europe

Top words:
“protection”

“sensible”

Top words:
“vital”

“signs”
“harmful”

“vulnerability”
“enormity”
“daunting”

“dispiriting”

Mostly island countries
Top words:
“use”
“unplug”
“electronics”
“socket”
“led”
“switch”
“lights”

Includes island countries facing 
serious climate change threats
Top words:
“daily”
“meat”
“avoiding”
“cows”
“farm”
“products”
“eat”

1

2

3

4

5 7

8

9 10

6

Phillipines

MexicoCosta Rica

Spain

TongaDominica

NamibiaSri Lanka

MoroccoBenin
Saudi
Arabia

United Arab
Emirates

Egypt
Palestine

Congo

Belize

Rwanda

Philippines

United Kingdom

United
States

Mauritius

Italy

Poland
Netherlands

Germany
Luxembourg

Cape Verde
Portugal

Maldives
Barbados

Yemen

Marshall
Islands

Antartica

Mozambique

Tanzania

Cambodia

Japan Haiti

France

French
Guiana

French
Polynesia

Asia
Africa

Europe

North America

Oceania

South America

Other

COUNTRY REGION

1980



PRACTICAL LIMITATIONS
The implementation of our tool faced many obstacles. 
Google intentionally lacks an API for web search results, 
and deploys various tactics to block scrapers. Ironically, 
Google is a scraper itself, and profits massively off its 
scraping of sites. In fact, many sites block all crawlers 
except Google, due to bandwidth and other capacity con-
straints that could cause the sites to crash. This behavior 
creates a barrier to competition by alternative search 
engines. In the United States and in the European Union, 
antitrust regulators have cited this barrier among Google’s 
multiple measures to protect its monopoly power. Such 
measures also include contractual arrangements to make 
Google the default search engine in major web browsers 
and operating systems [37].

For researchers, the only legally safe and technically 
feasible way to obtain data of search results is to use 
a third-party scraper. We obtained data from an API 
operated by a third-party firm, which provides defense 
against Google’s legal threats and technical methods to 
block scrapers. Even then, our data collection has been 
costly, demanded a substantial amount of code, and 
faced several other obstacles. For instance, we could not 
obtain reliable search results from Myanmar. Although 
we could not determine the precise reason, one possible 
explanation was an ongoing military coup (at the time of 
writing) that involved a nationwide internet shutdown. 
We also could not include Botswana and Seychelles 
because Google Translate does not support their default 
languages, Setswana and Seychellois Creole respectively. 

THE CHALLENGE OF INTERPRETATION
The internet is full of information borders. Sometimes 
those borders follow foreseeable lines, for example accord-
ing to geography and language. But there are frequent 
exceptions. Many information borders are unpredictable 
and harder to explain. Geographically close countries 
with the same language may have significantly different 
results, and distant countries with unrelated languages 
may have unexpectedly similar results. By automatically 

comparing and clustering Google results across countries, 
we discover that information borders are often surprising 
and unique. They can vary widely depending on the query, 
and can transcend geographic, linguistic, and other tradi-
tional borders.

How to interpret those new information regions and bor-
ders? The underlying infrastructure offers few answers. 
To return results, Google Search relies heavily on novel 
deep learning systems whose decisions are notoriously 
difficult to interpret, even by Google’s own researchers 
[38, 39]. Moreover, our results for information borders and 
regions are limited by the difficulty of comparing results 
across geopolitical borders. Our results may be influenced 
by confounding factors related to language, which are 
hard to account for in this kind of global investigation, or 
by mediating factors such as Google’s machine translation 
and the UMAP algorithm.

To get feedback on how people receive our results, we 
shared early prototypes of Search Atlas in participatory 
workshops with computer scientists, artists, and design-
ers. In these sessions, we noticed two common temptations 
in interpreting the results of the tool. One is to interpret 
the results as straightforward reflections of cultural dif-
ferences among users in different countries. Another is to 
interpret the results as unambiguous outcomes of political 
bias or manipulation by algorithm designers. We encour-
age our readers to resist both of these temptations. Search 
engines are not entirely neutral conduits that respond to 
users’ interests with objectively “relevant” results, nor are 
they reducible to purely subjective editors with unlimited 
power to pick and choose [40]. Rather, our results under-
score how search engines are products both of cultural 
patterns and of algorithm design choices.

Search engines respond both to users’ immediate 
interests and to corporations’ financial imperatives. The 
design of Google’s search engine is inseparable from the 
priorities of its advertising business [41]. Search engines 
also respond to political pressures and legal regulations. 
China-based search engine Baidu favors results that align 
with the views of Chinese government authorities [42], 

and Google removes results to comply with European data 
protection laws [43].

Moreover, search results are products not only of algo-
rithm design but also of human judgment and curatorial 
labor. Google employs subcontracted workers, such as 
“raters” who judge the perceived quality of search results 
and “content moderators” who judge whether results 
seem inappropriate or illicit [44, 45, 46]. The production of 
search results also involves other actors with competing 
interests and goals, such as “search engine optimization” 
(SEO) consultants who deploy various tactics to help their 
clients compete for attention [47].

Finally, designers in different places also have differ-
ent cultural assumptions, concerns, and practices, all of 
which shape the design of their search engines. According 
to the co-founders of Yandex, now Russia’s most popular 
search engine, their initial demonstration product was an 
algorithm for searching a Russian version of the Bible, 
later adapted for searching the web [48].

In revealing these information borders, we encourage our 
readers to consider the invisible processes and complex 
struggles behind the production of search results. Our 
project invites users to experience the internet from 
divergent positions and to reflect on how their online 
lives are conditioned by technological infrastructures and 
geopolitical regimes.

We hope that our work encourages researchers and 
activists to experiment with critical interventions in the 
design of search interfaces, and to study how the every-
day use of more pluralistic interfaces could affect people’s 
online lives. Ultimately, we hope that such projects can 
expose and contest the world’s information borders, and 
perhaps even help to collectively reshape them in more  
democratic ways.
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